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Abstract

Simulation of parallel dynamics of edge dislocations in a 2D hexagonal lattice is carried out on a large scale by means of coarse graining, in the absence of external strain. In order to study the effect of climb on dislocation pattern formation, we allowed (i) isotropic (ii) biased (iii) only glide mobility. Moreover we annihilated dislocations with opposite Burgers vectors close to each other. The main result is that in cases (i) and (ii) cellular structure emerges, for (ii) this happens after a longer transient, while (iii) gives a diffuse looking pattern, similar to former single slip plane simulations. In the course of the evolution of dislocation number and cell size they statistically well satisfy Holt’s relation. The cell structure found appears to have a characteristic cell size, in contrast to fractal examples in the presence of mechanical strain. Despite the simplicity of our model, the results are consistent with the recently detected low-density dislocation patterns in melt-grown, non-post-deformed crystals.
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1. Introduction

Revealing the origin of dislocation patterning is a long standing challenge of dislocation theory (see e.g. [1–3] for reviews). During the past three decades several different approaches were proposed to model this self-organization process. An early attempt proposed by Kuhlmann-Wildschort et al. [4] is based on the assumption that the dislocation microstructure developing during plastic deformation corresponds to the minimum of the dislocation–dislocation interaction energy. This static approach contradicts the common experimental observations that dislocation structures strongly depend on the mode and the rate of deformation. In the early 80s, applying the concept proposed to model oscillating chemical reactions, Walgraef and Aifantis [5,6] suggested a reaction-diffusion model to account for the development of spatial fluctuations of dislocation density. Although the model is able to predict several features of dislocation microstructure, in the evolution equations proposed the physical origin of the different terms are not really justified so far. Based on specific dislocation mechanisms, Kratochvil et al. [2,7] developed a continuum model that is also able to predict periodic dislocation patterning. However, some of the details of the model are not completely developed. A recent promising approach is to apply statistical methods to treat the collective behavior of large dislocation ensembles [8–13]. Up to now, however, these investigations have not lead to conclusive results on dislocation pattern formation.

It can be stated that at the moment there is no generally accepted theory of dislocation patterning. According to our opinion the main difficulty is that it is not clear what are the really important phenomena among the many possible ones which play a important role in the patterning process. There are indications that under certain circumstances the long range dislocation–dislocation interaction...
is enough to obtain cell like dislocation structures [14]. On the other hand it is quite unlikely that for example the short range dislocation–dislocation interaction leading to junction formation does not have an influence on patterning. An important recent experimental observation by Rudolph et al. [15] is that the dislocation climb can strongly change the evolving dislocation pattern morphology. By studying the dislocation structure developing during the crystal growth process of GaAs single crystals they have found that if the material composition and other experimental conditions are set up so that the dislocation climb is negligible compared to glide the dislocation configuration remains nearly random. If, however, dislocation climb is “turned on” a cell-like dislocation structure develops with a characteristic cell size even in the absence of post-grown deformation. The role of climb was emphasized long ago by Blum [16]. This problem, however, was not addressed in the theoretical models mentioned above [5,6,2,7,13] They correspond to low-temperature dipolar patterning.

Discrete dislocation dynamics (DDD) simulation is an ideal tool to study the influence of different types of interactions and different microscopic dislocation phenomena on patterning. In simulations these parameters can be “turned on” or “off” to see their role. So, DDD simulations can help to resolve the above mentioned problems.

To investigate realistic cases one should carry out 3D simulations. At the moment, however, due to the complexity of the problem, the size of the simulation volume, and the dislocation density affordable they are not enough to obtain statistically relevant information about well developed dislocation patterns [17–20]. Although 2D simulation models are strong simplifications of the real dislocation systems, they can provide results of physical relevance [21–24].

In the present paper the role of dislocation climb in dislocation patterning is investigated. The work is motivated by the recent experimental results of Rudolph et al. [15]. We set up a simulation method based on a model 2D system which allows us to study the collective behavior of up to 40000 dislocations. Similar investigations were performed earlier by Argaman et al. [24], but on a much smaller systems (few hundred dislocations). The dislocation number used in our studies makes possible to identify the “macroscopic” characteristics of the dislocation structures developing.

2. Numerical method

Motivated by the slip geometry of the triangular lattice structure formed e.g. by the vortices in type II superconductors, in the simulations reported a 2D system of edge dislocations with three different possible Burgers vectors defined by the directions ±(cos(mn/3), sin(mn/3)), m = 1, 2, 3 in a square area of size L × L was considered. In order to avoid surface effects, periodic boundary condition was used. In this construction the two glide directions, with angles ±π/3 with the x axis, have irrational winding number in the toroidal square. Therefore, when those axes cross the square boundary, they do not close. This results in a more random sequence of configurations, thus it helps to randomize the simulation ensemble. Since it turned out that dislocations rarely traveled long distances, this feature had little significance.

When we start to set up a numerical schema to determine the time evolution of the dislocation system we immediately face to the problem that the calculation of the stress components created by an individual dislocation with Burgers vector (b_x, b_y) placed in the center of the simulation area, with periodic boundary conditions is a non-trivial task. It cannot be solved analytically.

In order to treat the problem, the formalism developed by Kröner [25], commonly called as “continuum theory of dislocations” is used. According to this theory for a straight dislocation placed in the origin, extending parallel to the z direction the Airy’s function χ(r) fulfill the biharmonic equation

$$\nabla^4 \chi = C \left( b_x \frac{\partial}{\partial y} - b_y \frac{\partial}{\partial x} \right) \delta(x)\delta(y),$$

where C is a combination of elastic moduli. For 3D planar problems (i.e. when the problem has a translation invariance in a certain direction) C ≡ C_{18}/C_{19}, while for real 2D crystals, like e.g. the Abrikosov vortex lattice in thin film superconductors C ≡ 2μ(1 + ν), in which μ is the shear modulus and ν is the Poisson’s ratio. From (χ(r)) the stress components read as

$$\sigma_{xx} = -\frac{\partial^2 \chi}{\partial y^2}, \quad \sigma_{xy} = -\frac{\partial^2 \chi}{\partial x \partial y}, \quad \text{and} \quad \sigma_{yy} = -\frac{\partial^2 \chi}{\partial x^2}. \quad (2)$$

The internal force F̃ acting on a unit length part of a dislocation with Burgers vector b̃ in an elastic field can be given by the Peach–Köehler formula

$$\bar{F} = (\bar{b} \times \bar{l}) \times \bar{l}, \quad (3)$$

in which \(\bar{l} = (0, 0, 1)\) and the stress tensor σ is the sum of stress components created by the individual dislocations and the external stress.

The field equation (1) with periodic boundary conditions can be relatively easily solved in the Fourier space [26]. According to the relations in (2), knowing χ(r) the stress components can also be easily calculated. A common approach for solving Eqs. (1) and (2) is to introduce the discretized differential operators in the Fourier space. By considering M mesh points both in the x and y directions, the first order discretized operators corresponding to ∂/∂x, ∂/∂y, ∂²/∂x², and to ∂²/∂y² can be given as

$$D_{xx} = i \frac{M}{L} \sin \left( \frac{2\pi}{M} m \right), \quad (4)$$

$$D_{yy} = i \frac{M}{L} \sin \left( \frac{2\pi}{M} m \right), \quad (5)$$

where m = 0, M − 1 denotes the indices of the mesh points in the x and y directions.
By Fourier transforming Eqs. (1) and (2) and using the operators defined by (4) and (5), the Fourier transform of the stress components read as

\[ \tilde{\sigma}_{xx}(l, m) = -CD_\xi D_m \frac{b_i D_m - b_i D_l}{|D_l^2 + D_m^2|^2}, \]

\[ \tilde{\sigma}_{yy}(l, m) = -CD_\eta D_m \frac{b_i D_m - b_i D_l}{|D_l^2 + D_m^2|^2}, \]

\[ \tilde{\sigma}_{xy}(l, m) = CD_\xi D_m \frac{b_i D_m - b_i D_l}{|D_l^2 + D_m^2|^2}. \]

The inverse discrete Fourier transforms of the above expressions give the corresponding stress components at the grid points. Certainly if two dislocations are closer to each other than the grid distance the approximate stresses obtained by the method explained above cannot be applied to calculate the interaction force between the two dislocations. In order to solve this problem in this case the stress expressions

\[ \tilde{\sigma}_{xx}^{\text{ind}}(l, m) = \frac{C b_i x(x^2 - y^2) - b_i y(3x^2 + y^2)}{(x^2 + y^2)^2}, \]

\[ \tilde{\sigma}_{yy}^{\text{ind}}(l, m) = \frac{C b_i y(x^2 - y^2) + b_i x(x^2 + 3y^2)}{(x^2 + y^2)^2}, \]

\[ \tilde{\sigma}_{xy}^{\text{ind}}(l, m) = \frac{C (b_i x + b_i y)(x^2 - y^2)}{(x^2 + y^2)^3}, \]

corresponding to an infinite body can be used. On the other hand, if two dislocations are not in the same box defined by the grid, with the precision determined by the number of mesh points \( M \) introduced, their interaction force is insensitive to their actual distance within their “own” box. This results that at a given dislocation the stress contribution coming from the dislocations which are not in the same box as the one considered, can be calculated as a convolution of the Fourier transform of stress expression given by Eq. (6) and a coarse-grained dislocation Burgers vector density field \( \xi(l, m) \) that is the net Burgers vector averaged for the box with indices \( l \) and \( m \). So the total stress acting on the \( l \)th dislocation being in the box indexed by \((l, m)\) is

\[ \hat{\sigma}(\tilde{r}_l) = \tilde{\sigma}(l, m) + \sum_j \tilde{\sigma}_{xx}^{\text{ind}}(\tilde{r}_l - \tilde{r}_j), \]

in which the sum needs to be performed only for those dislocations which are in the same box as the \( l \)th dislocation, and \( \tilde{\sigma}(l, m) \) is the Fourier transform of the coarse-grained dislocation Burgers vector density field \( \xi(l, m) \) corresponding to an infinite body.

The stress calculation method explained above can be considered as a special Fast Multipole Expansion Method. According to our experience up to about 40000 dislocations and 256 \( \times \) 256 grid points this method can be very efficiently applied. It is about 10 times faster than the direct calculation of the pair interactions.

In most of the discrete dislocation dynamics simulations it is assumed that the glide component of the friction force (accounting for the dissipative nature of dislocation motion) acting on the dislocation is proportional the glide velocity (see e.g. [27–29]). Beside this, in most cases the inertia term can be neglected beside the friction force (over-damped assumption). With these assumptions the glide velocity of the \( l \)th dislocation is

\[ \tilde{v}_l = \Gamma_g \frac{\tilde{F}_l}{b} \tilde{n}, \]

where \( \Gamma_g \) is the glide mobility and \( \tilde{F}_l \) is the Peach–Koehler force given by Eq. (3).

Since the purpose of the present paper is to investigate the role of dislocation climb, we have to set up rule for the dislocation velocity in the direction perpendicular to the Burgers vector of the dislocations. The dislocation climb is a stress assisted thermally activated process with a preferred jumping probability in the direction of the ‘‘climb component’’ of the Peach–Koehler force \( \tilde{F}_c = \tilde{F}_{cl} \tilde{n} \) where \( \tilde{n} \) is an unit vector perpendicular to the Burgers vector of the dislocation considered. More precisely, stress assisted thermally activated process means that the jumping probability in the ‘‘forward’’ direction is proportional to \( \exp[-(E - \alpha^2 F_c)/kT] \) where \( E \) is the activation energy of jumping without stress, \( \alpha \) is a constant with length dimension, \( k \) is the Boltzmann constant, and \( T \) is the temperature. On the other hand the jumping probability in the ‘‘backward’’ direction is proportional to \( \exp[-(E + \alpha^2 F_c)/kT] \). It is easy to see from these expressions that the mean value of the dislocation velocity in the climb direction is proportional to \( F_c \) if \( F_c \) is small enough. So, by neglecting the thermal fluctuation, the climb velocity can be given as

\[ \tilde{v}_c = \Gamma_c (\tilde{F}_c \tilde{n}) \tilde{n}, \]

where \( \Gamma_c \) represent the climb mobility. The same approximation was used earlier by Argaman et al. [24,30]. (It needs to be mentioned that similar argument holds for glide motion with different parameters.)

As our main aim is to demonstrate the effect of climb on dislocation patterning we present the two extremal situations of \( \Gamma_c = \Gamma_g \) (isotropic mobility) and \( \Gamma_c = 0 \) (no climb).

In our simulations annihilation of dislocations was allowed, namely, when a pair of them on the same glide axis but of opposite signs reached closer to each other than the grid distance they were taken out of the system. Since our simulation intends to mimic dislocation motion in as-grown crystals, so we do not apply external mechanical stress, only stress exerted on a dislocation by the others is included. As a consequence of this, dislocation multiplication was not introduced.
Fig. 1. Time evolution of dislocation configurations of the simulation discussed in the text, corresponding to $\Gamma_c = \Gamma_v$. The actual dislocation number for each snapshot is shown in its bottom left corner, while the elapsed time is displayed in the right bottom corner.
Without restricting the generality we can set \( L = 1 \), meaning the distances are measured in simulation box size unit. On the other hand the glide mobility \( \Gamma_g \) can also be scaled out by introducing time unit in which \( \Gamma_g b c / 4 \pi L^2 = 1 \). So, the behavior of the system is determined only by the number of the dislocations in the different slip systems and the \( \Gamma_c / \Gamma_g \) ratio.

In the simulations reported here 256 \( \times \) 256 grid points were introduced. A couple of simulations were performed with larger number of grid points, but according to our experience the overall response of the system remained the same. We tested the role of the time step \( \Delta t \) by reducing it so that numerical error was sufficiently suppressed; we found \( \Delta t = 2 \times 10^{-8} \) satisfactorily small.

3. Simulation results

First we study the isotropic case, \( \Gamma_c = \Gamma_g \). Starting out from a random configuration of initially \( N = 40000 \) dislocations we let the system relax. Fig. 1 shows snapshots for subsequent time slices. It is apparent, that after a relatively short transient a cell like pattern emerges with dislocations accumulating in walls of various linear densities. Most of the walls are quite sharp, containing dislocations of the same sign, aligned in one of the six main directions thus creating polygonal structures. They are small angle grain boundaries. In the course of time, the boundaries slowly deform, move, and some of them dissolve, while due to dipole annihilation the total number of dislocations keeps decreasing.

Dislocation cell formation was already noted in the simulations of Argaman et al. [24,30], where a single dislocation feeling the largest force of all, was moved in a time step. Here the coarse-graining of the distribution of dislocations allowed us to apply a more faithful parallel dynamics as well as a much larger ensemble. It also made us possible to follow further the merging of cells from the dislocation-rich configuration of early times to the rarefied picture of larger-scale structures. In addition, our study includes moderate and extreme anisotropy. We should note that [24,30] contains a nice analysis of data on deformation of the underlying lattice due to dislocations, a direction we do not discuss here but relegate to later work.

In order to quantify the apparent growth of cell size with time, we first present the time evolution of the dislocation number, as shown in Fig. 2. We find that the number of dislocations decays according to the power law
\[
N \propto t^{-1/3}.
\]
(14)

Note that the exponent was obtained only numerically, and to this date we are not aware of any theory accounting for it. As a further step, we apply a geometrical definition of a cell as follows. For a given dislocation configuration we performed Delaunay triangulation [31]. Then removing (clipping) all links longer than a certain value \( d_{\text{max}} \) depending on the dislocation density yields a graph wherein the contiguous areas enclosed by loops are identified as cells. (The actual value of \( d_{\text{max}} \) was determined “empirically”. In the simulations reported \( d_{\text{max}} = 200/N \) was used.) A typical cell structure of the clipped Delaunay lattice is shown in Fig. 3.

In the course of dislocation annihilation cells merge. According to Holt’s relation [32], the characteristic linear size of cells is
\[
d = KN^{-1/2}.
\]
(15)

and since the mean cell area \( S \propto d^2 \), we expect
\[
S \propto N^{-1}.
\]
(16)

As it can be seen in Fig. 4, the Holt’s relation is fulfilled.
It should be mentioned that the Delaunay triangulation resulted in small triangular “cells” formed only by three dislocations (see white triangles in Fig. 3). Since they obviously cannot be considered as real cells, they were not taken into account in the cell size statistics.

Dislocation mobility is of course not isotropic for real crystals. In order to gain a rough picture of the effect of moderate anisotropy, we considered the case \( \Gamma_c = 0.1 \cdot \Gamma_g \). Here we observed longer transients but later granular patterns emerged similar to the ones presented above.

The case of strong anisotropy is represented by \( \Gamma_c = 0 \). Simulations with only glide motion were performed before on large scales with and without external stress (see [27–29,1,33–39]). Since dislocations are confined to their glide axes, annihilation in the long run is practically negligible, and in the absence of external stress the initially randomly placed dislocations relax towards some equally random looking “diffuse” configuration. To demonstrate the visual difference to the cell structure we repeated our simulation without climb and present the result in Fig. 5.

4. Discussion and comparison with experiments

The literature on dislocation pattern formation is vast (see e.g. [1,33]). Recent experimental accounts by Rudolph et al. [15] and Rudolph [40] focusing on dislocation patterns display characteristic structures, which are worth being compared qualitatively to our results. In melt-grown undoped GaAs crystals dislocations generated by thermal induced strain, but in the absence of post-grown mechanical stress, were visualized on sections by the etch-pit technique as shown in Fig. 6 taken from [15]. The authors were able to control stoichiometry in situ by vapor atmosphere about the melt and produced wafers of both

---

Fig. 4. Mean cell area \( S \) dependence as function of the number of dislocations. Since \( S \propto d^2 \), Holt’s relation is satisfied.

Fig. 5. Typical dislocation structure obtained in the absence of climb for \( t = 1500 \).

Fig. 6. Etch-pit distributions from Rudolph et al. [15]. (a) Well-developed cellular structure typical for off-stoichiometric GaAs crystals. (b) Diffuse configuration in near-stoichiometric GaAs crystal.
near-stoichiometric and off-stoichiometric compositions. They attribute the appearance of cells on picture (a) of Fig. 6 to enhanced climb due to the point defects caused by off-stoichiometry, while suggest that climb may be suppressed in a more perfect crystal, wherein they find the "diffuse" dislocation distribution of (b). They also test Holt's relation which is satisfied within experimental error. In our simulation, when climb was important, we obtained with annihilation a cleaner granular structure (Fig. 1). None of our simulation patterns can be mistaken for the real ones, mostly because in our case sharper walls appear. However, we neglected entropic effects that may arise at high temperature of melt-growth and can contribute to widening of walls. Furthermore, we did not fine-tune annihilation, but either allowed a large annihilation distance. And, of course, we only simulated 2D systems, while the experimental evidences are 2D sections of 3D crystals. It should be stressed that also sharp walls of single dislocation lines are observed in other growth processes, as in telluride crystals [40], similar to the numerically obtained wall structure. There are, however, numerous stray dislocations within cells in [40], while on our Fig. 1 we see less randomly placed lone dislocations.

On the other hand, when climb was switched off, the diffuse nature of the pattern is recovered here as in Fig. 5, similarly to earlier, smaller scale simulations [41]. It has been emphasized in [40] that such structures can also be observed in case of doping beyond a threshold, and attributed it to the effect of some dopant as mobility stoppers. Indeed, if slow mobility in any direction greatly increases the time needed to reach some stationary configuration, it may prevent cell formation under a given experimental condition.

5. Conclusion

While in real crystals dislocation structures can be of a variety of types, the two main patterns of granular and diffuse distributions can be discerned. Here we presented simulation results highlighting the two extremes, cells emerging when mobility was bidirectional, and random-looking point distributions when only glide was allowed. We concentrated on the case without external, mechanical strain, and found that the cells are of a characteristic size nearly satisfying Holt's relation.
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